UNIT 4: QUEUEING MODELS

4.1 Characteristics of Queueing System

The key element’s of queuing system are the “customer and servers”.

Term Customer: Can refer to people, trucks, mechanics, airplanes or anything
that arrives at a facility and requires services.

Term Server: Refer to receptionists, repairperson, medical personal, retrieval
machines that provides the requested services.

4.1.1 Calling Population

The population of potential customers referred to as the “calling population”.
The calling population may be assumed to be finite or infinite.
The calling population is finite and consists

In system with a large population of potential customers, the calling population is
usually assumed to be infinite.

The main difference between finite and infinite population models is how the arrival
rate is defined.

In an infinite population model, arrival rate is not affected by the number of
customer who have left the calling population and joined the queueing.

4.1.2 System Capacity

In many queueing system , there is a limit to the number of customers that may be
in the waiting line or system.

An arriving customer who finds the system full does not enter but returns
immediately to the calling population.

4.1.3 Arrival Process

The arrival process for “Infinite population” models is usually characterized in
terms of interarrival time of successive customers.

Arrivals may occur at scheduled times or at random times.

When random times , the interarrival times are usually characterized by a
probability distribution.

Customer may arrive one at a time or in batches, the batches may be of constant
size or random size.

The second important class of arrivals is scheduled arrivals such as scheduled
airline flight arrivals to an input.

Third situation occurs when one at customer is assumed to always be present in the
queue. So that the server is never idle because of a lack of customer.

For finite population model, the arrivals process is characterized in a completely
different fashion.

Define customer as pending when that customer is outside the queueing system and
a member of the calling population




4.1.4 Queue Behavior and Queue Discipline

It refers to the actions of customers while in a queue waiting for the service to begin.

In some situations, there is a possibility that incoming customers will balk(leave
when they see that the line is too long) , renege(leave after being in the line when
they see that the line is moving slowly) , or jockey( move from one line to another
if they think they have chosen a slow line).

Queue discipline refers to the logical ordering of the customers in a queue and
determines which customer will be chosen for service when a server becomes free.

Common queue disciplines include FIFO, LIFO, service in random order(SIRO),
shortest processing time first( SPT) and service according to priority (PR).

4.1.5 Service Times and Service Mechanism

The service times of successive arrivals are denoted by s1, s2, sn.. They may be
constant or of random duration.

When {sl1,s2,sn} is usually characterized as a sequence of independent and
identically distributed random variables.

The exponential, weibull, gamma, lognormal and truncated normal distribution
have all been used successively as models of service times in different situations.
A queueing system consists of a number of service centers and inter connecting
queues. Each service center consists of some number of servers c, working in
parallel.

That is upon getting to the head of the line of customer takes the first available
server.

Parallel Service mechanisms are either single server or multiple server(1<c<ow) are
unlimited servers(c=o).

A self service facility is usually characterized as having an unlimited number of
Servers.




4.2 Queueing Notation(Kendal’s Notation)
e Kendal’s proposal a notational s/m for parallel server s/m which has been widely adopted.
e Ana bridge version of this convention is based on format A|B|C|N|K
e These letters represent the following s/m characteristics:

A-Represents the InterArrival Time distribution
B-Represents the service time distribution
C-Represents the number of parallel servers
N-Represents the s/m capacity

K-Represents the size of the calling populations

Common symbols for A & B include M(exponential or Markov), D(constant or
deterministic), Ex (Erlang of order k), PH (phase-type), H(hyperexponential), G(arbitrary or
general), & Gl(general independent).

e For eg, M|M|1|o|oo indicates a single server s/m that has unlimited queue capacity & an
infinite population of potential arrivals

e The interarrival tmes & service times are exponentially distributed when N & K are
infinite, they may be dropped from the notation.

e Foreg, , M[M|l || is often short ended to M|M|1. The tire-curing s/m can be initially
represented by G|G|1|5/5.




¢ Additional notation used for parallel server queueing s/m are as follows:

4.3 Long-run Measures of performance of queueing systems
e The primary long run measures of performance of queueing system are the long run time
average number of customer in s/m(L) & queue(Lo)
e The long run average time spent in s/m(w) & in the queue(wg) per customer
e Server utilization or population of time that a server is busy (p).

4.3.1 Time average Number in s/m (L):
o Consider a queueing s/m over a period of time T & let L(t) denote the number of
customer | the s/m at time t.
e Let Ti denote the total time during[0,T] in which the s/m contained exactly | customers.




4.3.2 Average Time spent in s/m per customer (w):
® Average s/m time is given as:

e For stable s/m N-> o«




With probability 1, where w is called the long-run average s/m time.

o Considering the equation 1 & 2 are written as,




4.3.3 Server utilization:

R/
°n

Server utilization is defined as the population of time server is busy
Server utilization is denoted by p is defined over a specified time interval[01]
Long run server utilization is denoted by p

P->P asT ->o0

Server utilization in G|G|C|x|cc queues

e Consider a queuing s/m with c identical servers in parallel

e Ifarriving customer finds more than one server idle the customer choose a server
without favoring any particular server.

e The average number of busy servers say Ls is given by,

Ls=X/pn O<=Ls<=C
The long run ayverage server utilization is defined by

The utilization P can be interpreted as the proportion of time an arbitrary server is busy in
the long run




4.4 STEADY-STATE BEHAVIOUR OF INFINITE-

POPULATION MARKOVIAN MODLES

e For the infinite population models, the arrivals are assumed to follow a poisson process
with rate A arrivals per time unit

e The interarrival times are assumed to be exponentially distributed with mean 1/A
Service times may be exponentially distributed(M) or arbitrary(G)

e The queue discipline will be FIFO because of the exponential distributed assumptions on
the arrival process, these model are called “MARKOVIAN MODEL”.

e The steady-state parameter L, the time average number of customers in the s/m can be
computed as

[o0]

L= ZnPn

n=0

Where Pn are the steady state probability of finding n customers in the s/m




e Other steady state parameters can be computed readily from little equation to whole
system & to queue alone
w=L/A
wQ=w — (1/p)
Lo=2AwqQ

Where L is the arrival rate-&pis-the-service rate per server

4.4.1 SINGLE-SERVER QUEUE WITH POISSON ARRIVALS & UNLIMITED
CAPACITY: M|G[1

e Suppose that service times have mean 1/u & variance o2 & that there is one server
If P=A/p<1,then the M|G|1 queue has a steady state probability distribution with
steady state characteristics

e The quantity P =1/ p is the server utilization or lon run proportion of time the server
is busy

e Steady state parameters of the M|G|1 are:







4.4 2 MULTISERVER QUEUE: M|M|C|oo|oo

e Suppose that there are ¢ channels operating in parallel

o Each of these channels has an independent & identical exponential service time
distribution with mean 1/p

e The arrival process is poisson with rate A. Arrival will join a single queue & enter the first
available service channel




e For the M|M|C queue to have statistical equilibrium the offered load must satisfy A/u <c
in which case M (cp) = P the server utilization.

WHEN THE NUMBER OF SERVERS IS INFINITE (Mc|oo| )

e There are at least three situations in which it is appropriate to treat the number of server
as infinite
1. When each customer is its own server in other words in a self service s/m
2. When service capacity far exceeds service demand as in a so called ample server
s/m

3. When wee want to know how many servers are required so that customer will
rarely be delayed.




4.5 STEADY STATE BEHAVIOR OF FINITE POPULATION
MODELS (M|M|CIK|K)

In many practical problems, the assumption of an infinite calling population leads
to invalid results because the calling population is, in fact small.

e When the calling population is small, the presence of one or more customers in
the system have a strong effect on the distribution of future arrivals and the use of
an infinite population model can be misleading.

e Consider a finite calling population model with k customers. The time between
the end of one service visit and the next call for service for each member of the
population is assumed to be exponentially distributed with mean 1/ A time units.

e Service times are also exponentially distributed, with mean 1/ p time units. There
are c parallel servers and system capacity is so that all arrivals remain for service.
Such a system is shown in figure.




The effective arrival rate Ae has several valid interpretations:
Ae=long-run effective arrival rate of customers to queue
=long-run effective arrival rate of customers entering service
=long-run rate at which customers exit from service
=long-run rate at which customers enter the calling population
=long-run rate at which customers exit from the calling population.




4.6 NETWORKS OF QUEUE

1)

2)

3)

4)

5)

Many systems are naturally modeled as networks of single queues in which
customer departing from one queue may be routed to another

The following results assume a stable system with infinite calling population and
no limit on system capacity.

Provided that no customers are created or destroyed in the queue,then the
departure rate out of a queue is the same as the arrival rate into the queue over the
long run.

If customers arrive to queue 1 at rate Al and a fraction 0<p;j< 1 of them are routed
to queue j upon departure, then the arrival rate from queue ito queue j is Aipij is
over long run

The overall arrival rate into queue j,A; is the sum of the arrival rate from all
source.If customers arrive from outside the network at rate a; then

If queue j has ci<eco  parallel servers, each working at rate i ,then the long run
utilization of each server is

& Pj<1 is required for queue to be stable

If, for each queue j ,arrivals from outside the network form a poisson process
with rate a and if there are ci identical services delivering exponentially
distributed service times with mean 1/u then in steady state queue j behaves like
a M|M|C; queue with arrival rate




__————dr

‘ pmodule 20 Shahighal 'mclc\s ‘n, Simolehon

s

/ i ) A ‘ . — \
+ Corrnuonk ~oandorn Navobes (om be wed do desenle

wnﬁom p\nmmm I1a) eohich the Narobie of intevest
Cor 4o¥Me or omy \aloe m Qamc lnkNa) The ddlowmt

E Conbnuous r)JShs)aohm
|

:, (orrinvou Aigre bokon ast o3 Fo\\ows

% L Lrhkown dagrobobon

| 2. Exponentio) dismion
3. Qoo Jughmbohon
U Golong AisPboRo?

©5 Newnal dughbel
61 (&b Mgkl R
.
%

\1\om9>w Jaghboro?
\ognorm\ PR

.
»

hm
% m@mm o\"-“”’"" | g &
X \S om@mﬂ\ﬂ "hs h‘”

A ~owd oD \luna‘b\e " b’
on «Pne m’rd‘{a\ Ca b) W Aks ?A‘ o)
'-L’ G < 2 T
i 6,  odauitt.

§m>

- ¥ 4 M ’ )"

:7 w L".d!’ﬁ'z 10
e X % LA

B L (03 g3 ch

Scanned by CamScanner



b wolerva) o for oM 2
N Q'W?omm\ o dhe \:ra}\, ot ')\\zfmwmzﬂ it 4

9(& %*\S‘Cﬂihj Q‘ 9( 4x" ?h’ Pﬂ(céﬂ v

IR i 'f\l&m" “

"..\{‘.., 0 S -oA,L R W)
CC%) a‘r(t\\t ” A0

\tw.:‘ \M' Yo .7" B ;
1

O e .,“‘ '
SQOold 6 200 (RAITXWA

a Cfr nenhal AAS\-n\‘oh Gl s o
ra)
A wowdom N uno\\n\er'xc is 39\..,,\ b Le Cpponen HalNy
| A o)
Qishobored et Pmm\'. oy 2>0. g,('* ws gl is gy
4 3
l.-L wited bl ’wm

N! p ¢, ro

'( Yoo *

™
-

Scanned by CamScanner



r

B Gl ot

p ordorn Nerobie X is o Cslary S hako Ron oy,

Poarnt Yo g€ O iF its pdf is gnier by

r(®)
O : OYrswise

The powtoneder B is caned the sLapc fawmok'rcf O i

- _ge
Qoov\jc pe (pex)p c <RI

Coned +he  Sco\€ j)éwmem’, |

77\(: Cchcc}-mp \Value OF H\C Som oF mnclom \/miaLch iy
+he Sore OF dhe C‘&‘Pf‘f}“p Valve of Cé«cL sardorn \Mavabie,

ECXY= ECR) 4 EC¥2) 4 -+ 4 ECKK)

The expected Valvue ofF Jhe C’)Cf?ohmha)ly dichokoled X5 ast
Co\CL 9iVen by 1/Rg Fhos. Cvmccm}

E(‘(‘)T-—\-\i—s-—&-—gé* —"HB B

;‘F #he 'bv«nolom Vunobie X; 0t ;ncpcpfr)o/(‘ﬂ/'/ J)»e Vaxene e
0F Fheir Sum is dhe Som of Jhe Verarie

J
N7 T RPN R ot el 1 T
. (K8Y (Koo~ (K8)' Ko™

Lhen B=R a8 o parikve inkyex. dhe cdF given by
e —K &

FOO= s> £ (x8x)' 5656

i= X 2
i-0 ‘!‘

O X <o

Scanned by CamScanner



U, CWG“M& L{ b o ¢~
Jom \/omalple ’Y \S ﬂM"’"”\;n Ly
pwe}ﬂ % ({9 € an P 59

at,.;ypbﬁm o

pe (ﬁw) ¢ e
) 2 Y=
C(x '—U’J otherwndt
The ey B IS caltecl ,_,f}‘f fj"f‘ }’f‘w"f'f
fanmc
/S Callco' c}/-.c {’Cale pawlc'a' e

Qe

(= l/ £ N Cx E&a. ;
aidad/ B (X p R
: g ¥ 1
The edf of % it EURLA it 4 e 5
- F
r - | =i f .%cnatfa.a AdF 230
(o) = > FCP)
g ¥l gc‘go
! X : o\ « % é,l;%:,'.:‘"-g' ong \’\ 1ol ’Axt q\.
9 Ny SR aly ™ e % YA L N

; {1 h ' _ "
/ AT G mLf(; et T m_-‘,v._ ‘.’A\\ 11

{ -
. S OOV
“tad) BA)

¢ 5‘4[:«{0‘\% W‘ﬁ" mlokl

= p

o

- O

Scanned by CamScanner



wlcwf ac¢bec. The wode occont al >esb. A x

The poseroctess (a, L, ¢) Car ' be veloted Fo other meagury
Such ae 4L roan 4 the mode

ECx)= a+b~+C

Sine ag bee it btowe that . po 3pe) —car ©)
3 ‘ 2
The cdF Fmr Jhe 4'0"'0"3”‘“7 Adshsboken ;J- \ \

o) X LA
' Fc:x) = i (x—OO’L
(b-a) Cc-a)

) 2
| — Ce~2x) b ¢2¢ <
(-8 ((-a)

| ‘ ot S¢

o <X<h

6. cocibon ligphnn

The wvndord Vemable X hoat o oeibon M;,,Lu Y
odF hoy Fh form>
. ‘ _ ﬁ", ' . &
oo T;'og‘ () cw’[‘ Cz‘é‘)g] %> g
e | O)r\'nu{)f
71=c #Anc /)ammekw of Fhe bmlwn 0w+m),0bm -

VC"°b<Y<°b) A)Acn veo dhe wcdoy [’a’ﬁ ‘ffo’"d

< B~/
oo LB e[ @] o
| 0 | » Othervile,

Scanned by CamScanner



Scanned by CamScanner



n -
M on A’ J'Lo /A/ /A‘ /wlobrl‘j dhat NIH) /s equel

- Ao P 3':vm by

PLND =] = _‘___f_"_’_’ for ¢304 naon2e

n)

/7.’1 meen ( \/&ﬂdp{( oar J,W 47

ELNMY]= ol = nt 2 VINGT - : |

70:’ on $Hmg ¢ (f / J'u!_j, Flat S« [’5. #c. Gllumprion of
[bb'onary InCoermenhs Jrrplie] She b Fhe wmndom \ewable
N -NI). The moen 4 Nevente of  poistan dskiloled ‘@i

ELNG) -N] = X(t-5) = NIN - NUI]

Thid Fhe probobiity Fhat e Fab cwvel oiv ot i

_l Lor) is given 17 -
: LP'CM$I‘)=|-—-C~

L
Ll
= — -
61 . /”'::””#" 5 e
pL R‘t‘,_; J‘ 3 70 1 .
b—-~ Ar -)
h, Amﬂd’ poced.
I“( ",, " ol 'R " ‘:" ;‘ '.‘ r , L .,' ,'. : r}rf, o ;|

) Emyrﬂco.’i Mhb%myh, SN,
b'l emprrlmi Jasnboden ypeq ‘b eﬁkv lonhn0ow oy

iceweht i foen. THiS \Mcol when 1F 1L IMpossidle oy

- | et o 'mm!m \ovicibie ey any

Scanned by CamScanner



Scanned by CamScanner



V. Bivovnial i&_‘sh"\,uw:
r—ﬂ\‘l 'mncpom \lewabie X dhat i(ho\t»! ALe voroler of

Suceesses sw n Beavroonn; e ¢ het o L‘:'Y’mm'a; Arfhoboken

HVen by pex),

Wz 5 (3)p“1n-x AT0, .. m
e O"AnLJ{Sc
(ﬂ.’e PWL“L;‘;W OF a Paﬁiru’aw outome with al Ahe
Soteess , eech a!mo}fo( Ly 5, Oltorng 17 Ahe gn} 5¢ 1¥ials

co\\owcoo L\j the N-X (M'niu-;f cech alff’ok'oo L‘/GY‘) F

X of Yae n-2Cof Mrese

.C

"€ n ~2C

PCsss... sSFF2, .EF)z P 1

whert q =)~P
(\n L)
AR
ot ) (n-2))

OU#GMQ{ me) dhe %ffuirrcﬁ Porobey of 8¢ F EacL ch:‘l}L
yoeas p ¢ Navionce pC1—P)=Pe
XY A e A Y
dhe mean ECX) 1S 3w by |
ECY) = ?‘*P—i' +P Th)’
dhe Navance N0 is gvee by
N n-}”‘i}\...:‘:” =npg

Scanned by CamScanner



Scanned by CamScanner



Eprnen'Ha\ Distribution P‘“b‘e'f”

V) Suppose thart The iR of an industrial lamp 10
’ : 1000 of hours - 15 EexponenHall distaibated with
failuve tate s . The probabilify that i<the - 19mp ‘.‘5,‘“
lsti  fonger  thdh &  mean iz G0g0 BOCS: B

t g‘wen ba =3 .
- NY

e - l'“e.~c'/g)x3
¥ HsS Tafiy:

= l ‘.é-,

— 0.632

[

Erlang' Distaibd-ton  Paoblen) | ) :
0" ‘Clectrical éna‘meer G _\eawﬂa
would like fo  have A

A— colie‘ﬁe 'pfofés's;jr of |
~ home . for —me Sqmmgr. But ! PGS
iiSHJr -A Bufh\y‘sa a v’)dn Himes +o‘ d\Scouraae'i\ 60\0‘ “
'Th‘e Prd’?egeor Mn((j' up a deviee Ahat W ”.en{—

light bulbs . The Hivica ol Switelpt SEMEEEEY
9 | S pyip  Hail 2 The Fayerofs
' disigbuted TThe

C o160 HOATS ).
barn .

» A
gy g™ _balb o The
R "000 NooTrs QKPOI'\ET\'HG“&
cor will be burnt P q?(tjs

e probabili 2! 8
he pmbabi\ﬂa +hal  he hab* wl

_ , bulb ‘OO‘D
ife of 2

patps (vere 4o !

_ 0.0009

Sp——

- —KoA

¢ Ké@'

Scanned by CamScanner



© o216 — 2-1b \
0
. “Lii_?—“b PO

O‘ '

=1- [04\53 H)'Mﬂ

. 0.639h

Trianqular Distribution  Problem
uirements | for programs

| it e
D) The central procesema ani q 724, .
that will execte nave a Yriangalar distaibution with

a - 0.06 millisecond  b=1:1 milliseconds  and €= 6-5 milisec-
ondS | Hng he probab'\\i’rj that he cPO @ch\remen*
for @ random program 15 2:5 miliseconds or \ess 1‘
—> ‘o Lgob b=kl ¢ =65 A% |
e(y) Qe Bl 2:0% k! +6:8%" ‘omH
RS R T S =
g G : since
£) = | (C-"D R Ll Vit ) A
=" ‘1 i <6'6—Q—|552. | i me¢C>
(o2-oo el ST b<q§#
=~ 0-5h P Ry i | ' CC—Q)(CJ)) i

Scanned by CamScannér



Scanned by CamScanner



v—

D). A bus arrive

Um%rm ohs'hm?\uhon prob\em‘

everﬂ mmm ot a spectﬁed s+op
a+ 6-w0 am and con«Hnwa cm'Hl 3W00m'),

A cortain pa%er\aer does nOt KNOw the schedule
bat arrives Yrandoml bekween 3 @ qnc\ 4.80 am

ewra mommﬁ what ig the probabi Ma “4nat the

pUs .
Pas ser\dere wal

beamnm

i more than H5min for the

> Hme between  H.00am and 30 am

e a=0 ©b=90

E() = atb _ ot30 _ 5
Q N 2 —

Time 13 100 am o 1B am and
~4.90 am TO T1-30Qm

Probability "of ¢ buses  arve : @
PCO<Q\<I'5)+ p(20 g SOD =2
‘:@) ' i o
30 Oty T, iy Since “ '
F(1B) « = 15-0 _ 15, - Ry Y 2 aga
L = Z“Q a <a<h
— b A / ._.q :
F39) = 1

We kmow P (9 cakdy ) =4:(q2)upgq,)
Subsﬂwﬁr\é n O

N5 5 120
0 O>+( 30

Scanned by CamScanner



Bmom\a\ O\\S'Mlbuﬁon

A produc-hon process manufactures compu’rer Ch\ps on
the average at 9'].  Non -con forming . ~Every day , a
random sample of Site b0 is taken Pfrom the pProcess.
If the sample contaNS  more than' two non- conﬁ)rm\nj
chips the process will be stopped . ompute -the

| probabilitlg that the process s stopped by e
Sampling  Scheme .

== N -5o P = 2. =002
) q_’ = "’p
— 0. -2
A= 0,1,2

nl
ad - . N\ _ :
PC‘D > n ‘lp . eohere I( ()L> = q‘(n-q)‘

sk

(< >@02) Coqgo’o +@ >Co OD(OO@/

$50-2

((5")@0@@% > s A g

Co qg) + So(o 102) (o q@ + 1205 (o o@(o [a)

:0%

e e e S ——

Qeom@mc omd v\\ﬂa'ﬁve Sinomial qlswbuﬂon

F)ﬁﬂ percent of 1he assembled mk_Jle prinfers are
rejected at the inspecon station. Fing the probability

that the Hrst qccep’rab\e \nk_3e¥ prinfer s -the third
one inspected . f

- Consider each +ria) with q and P. De’\grm\ne “hat the

Scanned by CamScanner



Aoivd  prinfer inspecied s the  Second. acceplab\e |
Prinfer © UsiNg  negative . binomial digtribation

.> q/._.__ O‘H‘O . P': O.()O ; ng |

Considering each inspection with q and P

Plad) = q(}d;‘q’

' < gy # 060 -

 T_0-0% SR
In negative binomial distaibution
¥ = accepted Prodact = & | (9\_) -.9'\'
YW = Filare = 3 HES)
-K
P(Y - (5\3{\‘) Qij oK

3-2

<.i.j\\> » 0.49) * @6052

If

00\ L o 4 (060
(7)o

" = 0288

Poisson  disiaibation - ,

- A compater ctepaly  Person 3 beeped each Hme -heve 13
. _ .

[ v
o call for service . TThe numlper of beeps Pt hot.A .
jo occuf W accordance with a 019500 d\e’rmp-
of o =2 per hour. The propavil

known
ofon with a mMean
of hree beeps n the Next hour .

=> ot -9 aragi

: . f v o A
‘ St b 4185 i ’1" ¢ 13 A i " 7
_Q_,_ -$: F o » i
= @ * o a80

3l

-

4 i ¢ fiarer) g . . . 3
i i :
F ; f ‘ } ¥ £ 854 9
\ |
— I

Scanned by CamScanner



